Signal-to-noise ratio trade-offs associated with coarsely sampled Fourier transform spectroscopy
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We derive the spectral signal-to-noise (SNR) trade-offs associated with coarsely sampled Fourier transform spectroscopy using a step-and-integrate measurement scheme. We show that there is no SNR penalty in the shot noise limit and a slight SNR benefit in the detector noise limit for the case of coarse sampling to achieve the same spectral resolution as a baseline Nyquist sampling scenario, where the total detector integration time is the same for both sampling cases. © 2007 Optical Society of America
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1. INTRODUCTION

The Nyquist sampling criterion [1,2] states that a bandlimited signal \( f(\tau) \) can be completely specified by an infinite set of uniformly spaced samples, provided that the sample spacing \( \Delta \tau = 1/(2v_{\text{max}}) \), where \( F(\nu) \), the Fourier transform of \( f(\tau) \), vanishes for \( |\nu| > v_{\text{max}} \). In some cases, e.g., if \( f(\tau) \) has a one-sided or bandpass spectrum, it is possible to use a coarser sample spacing and yet completely specify \( f(\tau) \) [3].

We consider the signal-to-noise (SNR) trade-offs associated with coarse sampling [4–8] for Fourier transform spectroscopy (FTS) using the step-and-integrate method of data collection [7,8]. For the case of an ideal Michelson-interferometer-based instrument, the response, \( h(\tau) \), of a detector at the output plane of the interferometer varies with the time delay, \( \tau \), between the arms of the interferometer as [9]

\[
h(\tau) = \frac{t_d}{2} \int_0^\infty S(\nu)[1 + \cos(2\pi\nu\tau)]d\nu,
\]

where \( t_d \) is the detector integration time per measurement, \( S(\nu) \) is the spectrum of the source as seen by the detector in units of photoelectrons/s/Hz, and the optical path difference (OPD) between the arms of the interferometer is given by \( c\tau \) with \( c \) being the speed of light. The modulation of the interference pattern is given by

\[
f(\tau) = h(\tau) - \bar{h} = \frac{t_d}{2} \int_0^\infty S(\nu)\cos(2\pi\nu\tau)d\nu,
\]

where \( \bar{h} \) is the average of \( h(\tau) \) over all \( \tau \), i.e.,

\[
\bar{h} = \frac{t_d}{2} \int_0^\infty S(\nu)d\nu.
\]

The continuous Fourier transform of \( f(\tau) \) is given by

\[
F(\nu) = \int_{-\infty}^{\infty} f(\tau)\exp(-i2\pi\nu\tau)d\tau = \frac{t_d}{4}[S(\nu) + S(-\nu)].
\]

In practice, only a finite number, \( N \), of measurement samples can be made, say,

\[
g_n = f(n\Delta\tau),
\]

where the subscript \( n \in \{-N/2, -N/2+1, \ldots, (N-2)/2\} \), for even \( N \), is an integer sample index and \( \Delta\tau \) is the sample spacing. Thus, spectral information is obtained via the discrete Fourier transform (DFT), defined as

\[
G_p = \frac{1}{\sqrt{N}} \sum_{n=-N/2}^{N/2-1} g_n \exp\left(-i2\pi\frac{np}{N}\right),
\]

for \( p \in \{-N/2, -N/2+1, \ldots, (N-2)/2\} \). The DFT samples \( G_p \) can be expressed in terms of the continuous Fourier transform \( F(\nu) \) as (see Appendix A)

\[
G_p = \frac{1}{\sqrt{N\Delta\nu}} \left\{ F(\nu) \otimes \left[ \frac{1}{\Delta\nu} \text{sinc}\left(\frac{\nu}{\Delta\nu}\right) \right] \right\} \delta(\nu - p\Delta\nu) d\nu,
\]

where the \( \otimes \) symbol represents a convolution operation, \( \text{sinc}(x) = \sin(\pi x)/(\pi x) \), \( \text{comb}(x) = \sum_{k=-\infty}^{\infty} \delta(x-k) \), \( \delta(x) \) is the Dirac delta function, and

\[
\Delta\nu = 1/(N\Delta\tau)
\]

is the spectral sampling interval. The primary effect of the sinc convolution is to limit the full width at half-maximum spectral resolution of \( G_p \) to 1.21\( \Delta\nu \) (or peak-to-first-null resolution of \( \Delta\nu \)). We will ignore the sinc convolution for notational convenience and rewrite Eq. (7) as...
where the sinc convolution is now embedded in \( S(\nu) \). The effect of the sinc convolution is to sum periodically shifted copies of \( S(\nu) \) with a period equal to \( N\Delta\nu \), thus “aliasing” high frequency \(|\nu| \approx N\Delta\nu/2\) information into the interval over which \( G_p \) is defined \(|\nu| \leq N\Delta\nu/2\). Aliasing can be problematic if the nonzero portions of each shifted copy of \( S(\nu) \) overlap. The Nyquist sampling condition ensures that this does not occur for \( f(\tau) \) bandlimited to \(|\nu| \leq \nu_{\text{max}} \). However, in cases where \( S(\nu) \) is a bandpass spectrum, it may be possible to use a coarser \( \tau \)-domain sampling and still ensure that the nonzero portions of each shifted copy of \( S(\nu) \) do not overlap. In such cases, high-spatial-frequency information can be dealiased using a priori knowledge of the bandpass interval of \( S(\nu) \).

Coarse sampling is a well-known technique [4–8] and has several advantages over Nyquist sampling related to the fact that coarse sampling can obtain the same spectral resolution as Nyquist sampling, but with fewer measurements. In imaging FTS, where raw data sets can be very large and even problematic, coarse sampling by a factor of 2–4 can provide some data reduction. Also, making fewer measurements within the same data collection time reduces the data rate, enabling the use of slower readout and recording electronics (although the readout process cannot be lengthened arbitrarily). Coarse sampling requires fewer mechanical stepping motions during data collection, which can be easier on hardware. If SNR is not an issue, coarse sampling can be used to reduce the total data collection time [7,8]. However, SNR is often one of the most important issues. In Section 2 we derive the spectral SNR for coarsely sampled FTS. Section 3 analyzes the SNR trade-offs of coarse sampling in comparison with Nyquist sampling for the detector and shot noise limits. We show that there is no SNR penalty in the shot noise limit and there is a slight SNR advantage in the detector noise limit for coarse sampling to achieve the same spectral sampling/resolution as a Nyquist sampling case, for the same total detector integration time in both sampling cases. Section 4 contains a coarsely sampled FTS example. Section 5 is a summary.

2. SPECTRAL SNR

In addition to \( g_n \), each measurement sample includes noise \( \varepsilon_m \). We consider the case of zero-mean, statistically independent noise where the noise covariance is given by

\[
\langle \varepsilon_m \varepsilon_n \rangle = \sigma_{\varepsilon_m}^2 \delta_{m,n},
\]

where \( \delta_{m,n} \) is the Kronecker delta function,

\[
\sigma_{\varepsilon_m}^2 = \sigma_d^2 + \bar{h} = \sigma_d^2 + \frac{t_d}{2} \int_0^\infty S(\nu) d\nu.
\]

Assuming that the noise in each sample is independent, the variance of the real part of the DFT of the noise in computing \( G_p \) is given by

\[
\sigma_{r,p}^2 = \left\{ \left[ \frac{1}{N} \sum_{n=-N/2}^{N/2} \varepsilon_n \cos \left( -i 2\pi \frac{pn}{N} \right) \right]^2 \right\}
\]

\[
= \frac{1}{N} \sum_{m=-N/2}^{N/2} \sum_{n=-N/2}^{N/2} (\varepsilon_m \varepsilon_n) \cos \left( -2 \pi \frac{pm}{N} \right) \cos \left( -2 \pi \frac{pn}{N} \right),
\]

\[
= \frac{1}{N} \sum_{n=-N/2}^{N/2} \sigma_{\varepsilon_m}^2 \cos \left( \frac{2 \pi n}{N} \right),
\]

where we have made use of Eq. (10). Substituting Eq. (12) into this expression and simplifying yields

\[
\sigma_{r,p}^2 = \left\{ \frac{\sigma_d^2}{2} + \frac{t_d}{4} \int_0^\infty S(\nu) d\nu \right\} (1 + \delta_{p,0} + \delta_{p,-N/2}).
\]

The spectral SNR is defined as the ratio of the spectral signal, \( G_p \), to the standard deviation of the noise in that signal, \( \sigma_{r,p} \), i.e.,

\[
\text{SNR}_p = \frac{G_p}{\sigma_{r,p}}.
\]

A. Detector Noise Limit

When detector noise dominates, i.e.,

\[
\sigma_d^2 = \frac{t_d}{2} \int_0^\infty S(\nu) d\nu,
\]

the spectral SNR can be approximated as

\[
\text{SNR}_{d,p} \approx \frac{t_d}{2\sqrt{2N\sigma_d^2 \tau_\gamma} \Gamma (1 + \delta_{p,0} + \delta_{p,-N/2})},
\]

where typically only one of the terms in the infinite sum will be nonzero for any given \( p \). Thus, \( \text{SNR}_{d,p} \) obeys the following proportionality relation:

\[
\text{SNR}_{d,p} \propto \sqrt{N t_d \Delta \nu}.
\]

B. Shot Noise Limit

When shot noise dominates, i.e.,

\[
\frac{t_d}{2} \int_0^\infty S(\nu) d\nu \gg \sigma_d^2,
\]

the spectral SNR can be approximated as

\[
\text{SNR}_{d,p} \approx \frac{G_p}{\sigma_d^2}.
\]
yields a spectral sampling/resolution, $\Delta \nu$ that is improved by a factor of $1/\alpha$ and a spectral SNR that is reduced by a factor of $1/\alpha$ in comparison with Nyquist sampling; coarse sampling with $N_0/\alpha$ samples yields the same $\Delta \nu$ but a SNR that is increased by $\sqrt{\alpha}$ compared with Nyquist sampling; coarse sampling with $\alpha^{-2/3} N_0$ samples yields a $\Delta \nu$ that is improved by $\alpha^{1/3}$ with the same SNR as Nyquist sampling. From Table 2, we see that the coarse sampling in the shot noise limit with $N_0$ samples yields the same trade-offs as in the detector noise limit; i.e., $\Delta \nu$ and the spectral SNR are reduced by $1/N_0$ compared with Nyquist sampling, which results from the fact that $SNR_d$ and $SNR_s$ scale identically with $\Delta \nu$, as indicated by Eqs. (17) and (20). Note that the last two columns of Table 2 are identical, i.e., coarse sampling with $N_0/\alpha$ samples in the shot noise limit yields the same $\Delta \nu$ and spectral SNR as the Nyquist sampling case, and differ from the detector-noise-limited case.

In practice there usually is some temporal overhead associated with making each measurement. For example, stepping the time delay between measurements typically requires the physical movement of a mirror or corner cube in the interferometer and waiting for vibrations to settle, and the time to read out a large detector array in the case of imaging FTS may be nonnegligible. Assuming that the temporal overhead, $t_s$, associated with stepping the time delay between each successive measurement is fixed, $t_d$ is given by the following equation instead of Eq. (21):

$$t_d = \frac{T - N t_s}{N}.$$  

(23)

Thus, coarse sampling with a smaller $N$ has the benefit of using a larger fraction of the total time $T$ for detector integration.

### 4. EXAMPLE

To illustrate coarsely sampled FTS and the SNR trade-offs, we simulate the measurement of the American Society for Testing and Materials reference solar spectrum [10] over the $\nu = 118.3-157.8$ THz ($\lambda = 1.900-2.535$ \(\mu m\)) spectral band. For the simulation, $S(\nu)$ was the bandlimited ASTM G173-03 spectrum converted to photoelectron

---

### Table 1. Coarse versus Nyquist Sampling Trade-Offs in the Detector Noise Limit

<table>
<thead>
<tr>
<th></th>
<th>Coarse Sampling</th>
<th>Same Number of Samples, $N$</th>
<th>Same Spectral Sampling, $\Delta \nu$</th>
<th>Same Spectral SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Spacing, $\Delta t$</td>
<td>$\Delta t_0$</td>
<td>$\alpha \Delta t_0$</td>
<td>$\alpha \Delta t_0$</td>
<td>$\alpha \Delta t_0$</td>
</tr>
<tr>
<td>Number of Samples, $N$</td>
<td>$N_0$</td>
<td>$N_0$</td>
<td>$N_0/\alpha$</td>
<td>$N_0/\alpha^{2/3}$</td>
</tr>
<tr>
<td>Integration Time, $t_d$</td>
<td>$t_0$</td>
<td>$t_0$</td>
<td>$\alpha t_0$</td>
<td>$\alpha^{2/3} t_0$</td>
</tr>
<tr>
<td>Spectral Sampling, $\Delta \nu$</td>
<td>$\Delta \nu_0$</td>
<td>$\Delta \nu_0/\alpha$</td>
<td>$\Delta \nu_0/\alpha^{2/3}$</td>
<td>$\Delta \nu_0/\alpha^{2/3}$</td>
</tr>
<tr>
<td>Spectral SNR</td>
<td>$SNR_0$</td>
<td>$\alpha SNR_0$</td>
<td>$\alpha SNR_0$</td>
<td>$SNR_0$</td>
</tr>
</tbody>
</table>
Table 2. Coarse versus Nyquist Sampling Trade-Offs in the Shot Noise Limit

<table>
<thead>
<tr>
<th></th>
<th>Nyquist Sampling</th>
<th>Same Number of Samples, N</th>
<th>Same Spectral Sampling, Δν</th>
<th>Same Spectral SNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sample Spacing, Δτ</td>
<td>Δτ₀</td>
<td>aΔτ₀</td>
<td>aΔτ₀</td>
<td>aΔτ₀</td>
</tr>
<tr>
<td>Number of Samples, N</td>
<td>N₀</td>
<td>N₀</td>
<td>N₀/a</td>
<td>N₀/a</td>
</tr>
<tr>
<td>Integration Time, t₀</td>
<td>t₀</td>
<td>t₀</td>
<td>aτ₀</td>
<td>aτ₀</td>
</tr>
<tr>
<td>Spectral Sampling, Δν</td>
<td>Δν₀</td>
<td>Δν₀/a</td>
<td>Δν₀</td>
<td>Δν₀</td>
</tr>
<tr>
<td>Spectral SNR</td>
<td>SNR₀</td>
<td>SNR₀/a</td>
<td>SNR₀</td>
<td>SNR₀</td>
</tr>
</tbody>
</table>

units and scaled to have an integrated flux of $10^7$ photoelectrons/s as seen by a detector with a uniform spectral response. Figure 1(a) shows a spectrum calculated from a noiseless set of Nyquist sampled ($α=1$) intensity samples for $N₀=384$, a total integration time of $T=1$ s, and $t_s=0$ s. Figure 1(b) shows a noisy spectrum calculated from the same set of Nyquist samples plus Poisson shot noise and Gaussian detector noise with a $σ_d$...
\[ S(v) = 1.3 \times 10^4 \text{ photoelectrons} \] (24)

is greater than \( \sigma_D^2 \) for the Nyquist sampling case and the shot noise only increases for the coarse sampling cases. Figures 1(c)–1(e) show noisy spectra obtained from coarsely sampled intensity measurements for \( \alpha = 2, 3, \) and 4 with \( N = N_0/\alpha \) samples (such that each spectrum in Fig. 1 has the same spectral sampling/resolution). Alised spectra obtained from the coarse FTS measurements are in the shaded regions of Figs. 1(c)–1(e), while unaliased spectra are in the unshaded regions. In each case, the unaliased spectrum is constructed by simply bandlimiting the periodically extended spectrum to the \textit{a priori} known spectral bandwidth of \( S(v) \). Referring to Table 2, the spectral SNR is independent of \( \alpha \) in the shot noise limit, with coarse sampling to obtain a fixed \( \Delta v \). The root-mean-square errors of the noisy spectra shown in Figs. 1(b)–1(e), calculated with respect to the noiseless spectra shown in Fig. 1(a) over the range \( v = 118.3–157.8 \text{ THz} \) are \( 1.89 \times 10^3, 1.82 \times 10^3, 1.64 \times 10^3, \) and \( 1.76 \times 10^3 \) [photoelectrons/spectral sample], respectively, which are equivalent to within the statistical fluctuations observed in simulating the data with different noise realizations.

In this example, note that the aliased spectrum is close to the dc frequency, \( v = 0 \), when \( \alpha = 2 \) or 4, as shown in Figs. 1(c) and 1(e). While we have not considered it in this analysis, \( 1/f \) noise or source intensity fluctuations on time scales longer than \( t_0 \) yield “pink” noise that is concentrated at low \( v \) values. In the presence of such noise sources, coarse sampling such that the aliased spectrum appears close to \( v = 0 \) can yield a lower SNR.

5. SUMMARY

We have derived the SNR trade-offs associated with coarse sampling step-and-integrate FTS. These results indicate that for the case of coarse sampling to obtain the same spectral resolution as in a baseline Nyquist sampling scenario, there is no SNR penalty in the shot noise limit and there is a SNR benefit in the detector noise limit. These results assume that the total data collection time is equal for both cases and that there is no temporal overhead associated with making each measurement. These results imply that the additional benefits associated with coarse sampling, such as smaller data sets and fewer stepping motions during data collection, can be had without a loss in SNR.

APPENDIX A

Using the same notation as in the Introduction, we wish to express the DFT \( G_p \) in terms of the continuous Fourier transform \( F(v) \). Using Eqs. (5) and (8), Eq. (6) can be written as

\[
G_p = \frac{1}{\sqrt{N}} \sum_{n=0}^{N-2} \int_{-\infty}^{\infty} f(\tau) \exp(-i2\pi\tau) \times \delta(\tau - n\Delta\tau) \delta(\nu - p\Delta\nu) d\tau d\nu. \tag{A1}
\]

Moving the summation operator inside the integrals, \( G_p \) can be expressed as

\[
G_p = \lim_{\varepsilon \to 0} \frac{1}{\sqrt{N}} \int_{-\infty}^{\infty} f(\tau) \left( \frac{1}{N\Delta\tau} \operatorname{rect} \left( \frac{\tau + \varepsilon}{N\Delta\tau} \right) \right) \times \exp(-i2\pi\tau) \delta(\tau - n\Delta\tau) \delta(\nu - p\Delta\nu) d\tau d\nu. \tag{A2}
\]

where \( \operatorname{rect}(x) = 1 \) for \( |x| < 0.5 \) and 0 for \( |x| > 0.5 \). By evaluating the continuous Fourier transform integral and the limit, \( G_p \) can be expressed in terms of \( F(v) \) as

\[
G_p = \frac{1}{\sqrt{N\Delta\tau}} \int_{-\infty}^{\infty} F(v) \otimes \left[ \frac{1}{N\Delta\nu} \operatorname{sinc} \left( \frac{\nu}{N\Delta\nu} \right) \right] \times \left[ \frac{1}{N\Delta\nu} \operatorname{comb} \left( \frac{\nu}{N\Delta\nu} \right) \right] \delta(\nu - p\Delta\nu) d\nu. \tag{A3}
\]
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